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SURVEY METHODOLOGY

REPORTING UNIT Also, some industries were excluded from the frame
because it was believed that these industries contributed
The reporting unit for the Survey of Industriallittle or no R&D activity to the final survey estimates.
Research and Development is the enterprise, firm, Bor the 1992 sample, new industries were added to the
company, all used synonymously, and defined asfame and the size criteria were lowered considerably
business organization of one or more establishmerasd applied uniformly to firms in all industries. As a
under common ownership or control. The survey includessult, nearly 2 million enterprises with 5 or more
two groups of enterprises: (1) companies known to coamployees were given a chance of selection. For
duct R&D, and (2) a sample representation of companiesmparison, the frame for the 1987 sample included
for which information on the extent of R&D activity is154,000 companies of specified sizes and industries. The
uncertain. frames used to select the 1995 and 1996 samples were
similar to the ones used to select the 1992, 1993, and
1994 samples.

FRAME CREATION
o ) ) A fundamental change, initiated in 1995 and repeated

The Standard Statistical Establishment List (SSEL), 1996, was the redefinition of the sampling strata. For
a Bureau of the Census compilation that containge gyrvey years 1992 through 1994, 165 sampling strata
information on more than 3 million establishments Wity ore established—each stratum corresponding to one or
paid employees, was the target population from whiGhqre three-digit level SIC codes. The objective was to
the frames used to select the 1995 and 1996 sungye sufficient representation of industries to determine
samples were created (see tables B-1 and B-1a for targ@kher alternative or expanded publication levels were
population and sample sizes). For companies with MQfe ranted. The strata for the 1995 and 1996 surveys were
than one establishment, data were summed 10 tfgfined to correspond to publicatitevel industry ag-
company level. The firm was then assigned a singlRegations. A total of 40 such levels were defined, corre-
standard industrial classification (SIC) code based on't fonding to the original 25 groupings of manufacturing
activity of the establishment(s) having the highest dolighqstries used as strata in sample designs before 1992
value of payroll. This assignment was done on g, g 15 new groupings of nonmanufacturing industries.

hierarchical basis. The enterprise was first aSSignedé%mpanies were assigned to strata based on their three-
the economic division (manufacturing or nonmanygigit SIC codes.

facturing) with the highest payroll, then to the two-digit

SIC code with the highest payroll within the assigned The criteria for identifying companies selected with

division, then to the three-digit SIC code with the highegkrtainty for the survey were further modified in 1996.
payroll within the assigned two-digit industry. With a fixed total sample size, there was some concern
_ that the representation of the very large noncertainty
The frames from which the survey samples wefgniyerse by a smaller sample each year would be
drawn included all for-profit companies classified in ”O”Fnadequate. Prior to 1994, companies with 1,000 or more
farm industries. For surveys prior to 1992, the frame Wagnp|oyees had been selected with certainty, but it was
limited to companies above ce_rtal_n size crlterl_a based gBserved that the level of spending varied considerably
number of employe€sThese criteria varied by industry. ;g that many of these companies reported no R&D

expenditures each year. For these reasons, beginning in

YInformation for this section was provided by the Manufacturiné‘;gs’ these ComPa”'eS We_re given Chance§ of selection
and Construction Division of the Bureau of the Census, the collectiii@Sed upon the size of their R&D spending if they were
and compiling agent for the National Science Foundation (NSHh the previous survey or upon an estimated R&D value

Copies of the technical papers cited can be obtained by contactifuqhey were not. To further limit the growth occurring

NSF's Research and Development Statistics Program in the Divisi . . sy
of Science Resources Studies at the address given in section‘%%,Ch year in the number of certainty cases within the

Introduction.

2See the Bureau of the Census technical memorandum entitled
“Evaluation of Total Employment Cut-Offs in the Survey of Industrial 3 These industries are listed and discussed later in this section
Research and Development,” Nov 3, 1994, under Comparability of Statistics.
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total sample, the certainty criterion (the size of their R&D  One final modification in the frame development for
spending) was raised for the 1996 survey from $1 milliot996 was the designation of “zero industries” in the large
to $5 million. company partition. Zero industries were those three-digit
SIC industries having no R&D expenditures reported in
The partitioning of the frame into “large” and “small’the survey years 1992—-94—the years when estimates by
company components and the use of simple randanhree-digit SIC industry were formed. It was decided to
sampling (SRS) for the small company partition werkeep these industries in the scope of the survey, but to
retained for 1995, but the method of partitioning wagraw only a limited sample from them since it seemed
changed for 1996. This feature was first introduced umlikely that R&D expenditures would be reported. SRS
1994 because of concern in a study of 1992 survey resuligs used to control the number of companies selected
which showed that a disproportionate number of smallithin these industries.
companies were being selected for the sample, often with
very large weights. These small companies seldom
reported R&D activity. This disproportion was a resulSAMPLE SELECTION
of the minimum probability rule (see below) used as part
of the independent probability proportionate to size (PPEROBABILITY PROPORTIONATETO SZE
sampling procedure employed exclusively prior to 1994. For 1995, the distribution of companies by payroll
This rule increased the probabilities of selection fagnd estimated R&D in the large partition of the sample
several hundred thousand of these smaller compani@ggs skewed as in earlier frames. Because of this skew-
With SRS, these smaller companies can be sampled maegs, PPS sampling used in previous designs was an
efficiently than with independent PPS sampling sincgppropriate selection technique for this group. That is,
there is little variability in their size. large companies had a higher probability of selection than
did small companies. For this survey it would have been
For 1995, total company payroll was the basis fqfeal if company size could have been determined by its
the split between “large/small” partitions. For eaclgp expenditures. Unfortunately, except for the com-
industry grouping, the largest companies representing th&njes that were in a previous survey or for which there
top 90 percent of the total payroll for the industryyas information from external sources, it was impossible
grouping were included in the PPS frame. The balanggknow the R&D expenditures for every firm in the uni-
of smaller companies comprising the remaining 10 paferse. Consequently, the probability of selection for most

cent of payroll for the industry grouping were include@ompanies was based on estimated R&D expenditures.
in the SRS frame. A benefit of this design change was a

reduction in the maximum allowable weight for selected  Since total payroll was known for each company in
companies (weighting and maximum weights arghe universe, it was possible to estimate R&D from
discussed below). payroll using relationships derived from 1995 survey data.
Imputation factors relating these two variables were made
For 1996, total company employment was the basigr each industry grouping. To impute R&D for a given
for the split between partitions. The total compan¥ompany, the imputation factors were applied to the
employment levels defining the partitions were based @mpany payroll in each industry grouping. A final
the relative contribution to total R&D expenditures ofyeasure was obtained by adding the industry grouping
companies in different employment size groups in bofhmponents. The effect, in general, was to give firms
the manufacturing and nonmanufacturing sectors. In thgh large payrolls higher probabilities of selection in

manufacturing sector, all companies with total employggreement with the assumption that larger companies
ment of 50 or more were included in the large comparyere more likely to perform R&D.

partition. In the nonmanufacturing sector, all companies

with total employment of 15 or more were included in  Estimated R&D values were computed for companies
the large company partition. Companies in the respectiyethe small company partition as well. The aggregate of
sectors with employment below these values wereported and estimated R&D from each company in both
included in the small company partition. The largéne large and small company partitions represented a total
company partition contained about 560,000 companiggiverse measure of 1995 R&D expenditures. However,
and the small company partition about 1.3 milliomssigning R&D to every company resulted in an over-
companies. These counts were comparable to thosesifitement of this measure. To adjust for the overstatement,
the 1995 partition (656,000 and 1.2 million, respectively}he universe measure was scaled down using factors
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developed from the relationship of the universe measuUBxvpLE STRATIFICATION AND RELATIVE
of 1994 R&D and the 1994 survey estimate. The

factors, computed at levels corresponding to publishSTANDARD ERROR CONSTRAINTS
industry levels, were used to adjust originally imputed The particular sample selected for each survey year
R&D values so that the new frame total for R&D at thes&as one of a large number of the same type and size that
levels approximated the 1994 published values. ThHiy chance might have been selected. Statistics resulting
adjustment provided for better allocation of the sampfeom the different samples would differ somewhat from
among these levels. each other. These differences are represented by estimates
of sampling error. The smaller the sampling error, the
A significant revision in the procedure for selectingnore precise the statistic.
samples from the partitions changed the development and
presentation of estimates from the 1996 survey. A sample The large company partition was of primary concern,
of companies in the large company partition was selectgitice it was believed that nearly all of the R&D activity
using PPS sampling in each of the 40 strata as in 199&uld be identified from this sector. To control sampling
The sample of companies in the small company partiti@fror in the statistics resulting from this portion of the
was selected using SRS in only 2 strata rather than 40r&ne, parameters were specified to allocate the sample
in 1995. Companies classified in manufacturing industri@sross various levels, or strata, that corresponded to the
were selected to represent the group of all manufacturifg industry groupings discussed earlier. These parameters
industries rather than each manufacturing industry grougermitted the sample size to be varied to achieve a desired
Likewise, companies classified in nonmanufacturintgvel of sampling error for each stratum and were assigned
industries were selected to represent the group of &fl that estimated errors of total R&D expenditures for
nonmanufacturing industries. industries in these strata did not exceed certain levels.
Sample sizes among the strata were constrained only by
The purpose of selecting small companies from onthe limit placed on the total sample size dictated by the
two strata was to reduce the variability in industry estavailable budget.
mates contributed from the random year-to-year selec-
tion of the companies in an industry and the associated The practice, first implemented in the 1995 survey
high sampling weights. Consequently, estimates f@&nd continued in the 1996 survey, of establishing
industry groups within manufacturing and nonsampling strata corresponding to published industry
manufacturing are not possible from these two strata. T@gupings meant that more efficient samples could be
statistics for the detailed industry groups are based orsiglected for these groups than had resulted when using
on the sample from the large company partition. Estimatéde 165-strata design. Even the expansion of the number
from the small company partition are included in statistic® nonmanufacturing publication groupings resulted in
for total manufacturing, total nonmanufacturing, and alewer sampling strata. The earlier designs defined 25
industries. For completenetise estimates also are addedgtrata of three-digit-SIC manufacturing industries, but
to the categories “other manufacturing” and “othepublished only one category of nonmanufacturing

nonmanufacturing.” industries. In the 1995 and 1996 designs, 15 non-
manufacturing strata were defined for sampling and for
SIMPLE RANDOM SAMPLING publication levels. Since there was no mandate in either

ar to make a major reduction in the 1994 sample size
17,600 for the large company partition, it was possible
establish much tighter relative standard error
nstraints on the smaller number of sampling strata.
us, in 1996, 33 strata were assigned a relative standard

Only two strata were defined for samples in the sméif
company partition, manufacturing and nonmanufacturing.
The use of SRS implied that each company within
stratum had an equal probability of selection. The tot%zI

sample allocated to the small company partition Wasrror constraint of 1 percent while 7 strata were assigned
dependent upon the total sample specified for the Sunve P 9

. i L
and upon the total sample necessary to satisfy critefl elat|ye standard error constraint of %2 pergent. These
constraints resulted in an expected sample size of about

established for the large company partition. Onc 900 i f the | ition. Th
determined, the allocation of this total by stratum was. . companies from the fargé company partition. the
made proportionate to the stratum’s payroll contributiof \mum probability rule (see bel_ow) was adjusted so
to the entire partition. as to raise the expected sample size closer to the 18,000

level.
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A limitation of the sample allocation process for the In addition to sampling error, the estimates are sub-
large partition should be noted. The sampling errors usgdt to nonsampling error. Errors are grouped into five
to control the sample size in each stratum are based araedegories: specification, coverage, response, non-
universe total that, in large part, was improvised. That isponse, and processing. For detailed discussions on the
as previously noted, an R&D value was assigned to evesgurces, control, and measurement of each of these types
company in the frame, even though most of thesd error, see the technical repotts.
companies actually may not have had R&D expenditures.

The value assigned was imputed for the majority §aMPLE SIZE

companies in the frame and, as a consequence, the g (5146t sample size initially specified for the 1995

estimated universe total and the distribution ofmdmduzg!nd 1996 surveys was 24,000 companies, and, as
company values, even after scaling, did not necessaiysrined above, was based primarily on compliance with
reflect the true distribution. Estimates of sampling o etermined sampling error constraints established for
variability were nevertheless based on this d|str|but|0ﬂ,Ie large partition. The actual sample size for 1995 was
The presumption was that actual variation in the sampé%,752 and for 1996 was 24,964 companies. These
design would be less than that estimated, because magy, e differed from the target for several reasons. First,
of the sampled companies have true R&D values of ze{Qe frames for the large company partition in both samples
not the widely varying values that were imputed Usingie e g pjected to independent sampling. Each company
total payroll as a predictor of R&D. Previous samplg, ihe frames had an independent chance of selection,

selections indicate that in general this presumption ho'%%tsed on its assigned probability, i.e., selection of a

but exceptions have occurred when companies with lar@@mpany was completely independent of the selection

sampling weights have reported large amounts of R&R any other company. In independent (or Poisson)

spending. Thus, in general, the 1-percent and %2-percefyyiing, sample size itself is a random variable and the
error levels described earlier are conservative. See tatﬁ%?ual sample size will vary around the target or

B-2 and B-2a for the actual standard error estimates f%rxpected”

X ; sample size. Theoretically, a sample of size
selected items by industry.

zero or a sample the size of the entire universe is possible,

" t the probabilities of these extremes are so small that
For the 1995 small company partition, the sameafq‘ P

strata were identified. Also included was a separ

stratum of approximately 6,260 companies that could n ﬁobably will be within a fairly narrow range so that
be classified into an SIC code and therefore could not & reased variability is not a real problem. However, in

%Sesrll?igsgti:)% ﬁ] f;reagjsn;;f e:sl\;vsaes 32::% Tfé?j g‘g::;ﬁ?)/ata where the expected sample is small (i.e., less than
' ’ ) itis possible to grossly over or undersample the strata.

| . . .. .
. : e ractice, the size of the originally drawn sample is
the hopes that an accurate industry identification cou:IJ P gina’ty P

be obtained at a later point. The initial sample size s ec|_ually quite close to the specified size. However, if there
: point. .. P Pe%00 much deviation, the selection can be repeated until
fied for the small company partition was 5,500 co

. - . M is closer to the target.
panies. The sample initially allocated to a given stratum g

Was_proportionate to its share of total payrp_llforthe small Second, a minimum probability rule was imposed
partition. For the 1996 small company partition, two strag o partitions in both the 1995 and 1996 samples.
(manufacturing and nonmanufacturing) were |der_1t|f|e%ks noted earlier, for the large company partition,
As for 1994 and 1995, a small number of companies Wag,papilities of selection proportionate to size were

selected from the group of unclassifiable compani€§sgjgned each company, where size is the reported or
Ultimately, a final sample of 6,466 companies wagy, taq R&D value assigned to each company. Selected
selected from the small company partition. The samplg,\hanies received a sample weight that was the inverse

initially allocated to the two strata was proportionate 3¢ yheir nrobability of selection. Selected companies that
its share of total payroll for the small company partition.

ese are nearly impossible situations. In strata where
e expected sample size is 50+, the actual sample

number of companies was selected from this group

4U.S. Department of Commerce, Bureau of the Census,
Documentation of Nonsampling Issues in the Survey of Industrial
Research and DevelopmeRiR94/03 (Washington, DC, Sept. 1994)
and U.S. Department of Commerce, Bureau of the CeAs88dy
of Processing Errors in the Survey of Industrial Research and
DevelopmentESMD-9403 (Washington, DC, Sept. 1994).
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ultimately report R&D expenditures vastly larger thamwvithin the SRS partitions of the samples, company
their assigned values can have adverse effects on theords were given weights up to a maximum of 300.
statistics, which are based on the weighted value of survey

responses. To lessen the effects on the final statistics, the

maximum weight of a company was controlled béURVEY QUESTIONNAIRES

specifying a minimum probability that could be assigned
to the company. If the probability, based on compa
size, was less than the minimum probability, then it w
reset to this minimum value. The consequence of raisi

these original probabilities to the minimum probabilit ;
as to raise the expected sample size. Smiarty " FO-1S, s used o colec ot foreverumbered
maximum weight for each stratum was established f ' qc y

reduce reporting burden on survey respondents.

SRS of the small partition. If the sample size initially
allocated to a stratum resulted in a stratum weight above

this_ maXimum value, then the sample size was increaserﬂployment employment of scientists and engineers

until the maximum weight was ach|eveq. Itis likely thagxpenditures for R&D performed within the company

Sample and the sample actualy Selecied was becauell Federal funds and vith company and other funds,
P b y Ch&racter of work (basic research, applied research, and

the minimum probability rule. development), company-sponsored R&D expenditures in

reign countries, R&D performed under contract by
ers, expenditures for pollution abatement and energy
D, detail on R&D by product field, Federal R&D
pport to the firm by contracting agency, domestic R&D

Two questionnaires are used each year to collect data
r the survey. For large firms known to perform R&D, a
tailed questionnaire, form RD-1L, is used to collect
ta for odd-numbered years and an abbreviated version,

Form RD-1L requests data on sales or receipts, total

Third, between the time that the frame was creat%
and the survey was prepared for mailing, the operatio
status of some companies changed. That is, they w

merged with or acquired by another company, or th enditures by State, and foreign R&D by country. Form

were no longer in business,. Before preparing the surv -1S requests the same information except for the last
for mailing, the operational status was updated to identi ) 9 ) . P

ur items. Because companies receiving forms RD-1L
these changes. As a result, the number of companies

mailed a survey form was somewhat smaller than tﬁlgd RD-1S generally have participated in previous

S surveys, computer imprinted data reported by the
number of companies initially selected for the survey. . )
company for the previous year are supplied for reference.

And finally, for 1995, a minimum sample size was - .
established for each stratum of the small compaerﬁ/ To further limit reporting burden on small R&D

s : . erformers and on firms that are included in the sample
partition. If the proportionately allocated sample size f o ) )
L . or the first time, an even more abbreviated form is used
below the minimum value for a given stratum, then the
. : ach year. Form RD-1A collects data only on R&D, sales,
sample size was set equal to this value. For 1996, the : )
L employment, and operational status and includes a
definition for the small company strata was change AU -
: “ I screening item that allows respondents to indicate that
(discussed under “Frame Creation” above) and collapst L\ do not perform R&D before completing the
to the manufacturing and nonmanufacturing levels. y P P g

Separate samples were selected for both of these Srﬁgﬁstlonnalrgs. .NO prior-year qurmaﬂon is available
since the majority of the companies have not reported

company strata. Because only two samples were drawrrge vious|
from these strata, compared with the 25+ that were drafli§ Y-
for the 1995 sample, the minimum sample size constraint

was not necessary for 1996. Beginning in 1996, the collection of data on R&D

performed under contract by others was expanded.

Previously, data were collected only on nonfederally

WEIGHTING AND MAXIMUM WEIGHTS funded R&D performed under contract by others. In 1996,
Weights were applied to each company record to praata on federally funded and total R&D contracted-out

duce national estimates for both 1995 and 1996. Withitere collected to better measure the amount of R&D

the PPS partitions of the samples, company records weegformed both within and between companies.

given weights up to a maximum of 50; for companies
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For the 1995 survey, about 2,700 companies thatmatter of policy, refused to answer any voluntary

reported $1 million or more in R&D spending in the 1994uestions.

survey received form RD-1S and nearly 20,800 received

form RD-1A. Of the 23,500 firms, approximately 4,800 When respondents did not provide the requested

reported R&D expenditures. For the 1996 survey, aboiformation, estimates for the missing data were made

2,600 companies that reported $1 million or more in R&DSing imputation algorithms. In general, the imputation

spending in the 1995 survey received form RD-1S amdgorithms computed values for missing items by

over 22,300 received form RD-1A. Of the 24,900 firmspplying the average percentage change for the target

approximately 4,000 reported R&D expenditures. Botilem in the nonresponding firm’s industry to the item’s

questionnaires and their accompanying instructions aegor-year value for that firm, reported or imputed. This

reproduced in section C, Survey Documents. approach, with minor variation, was used for most ittms.
Tables B-4 and B-4a contain imputation rates for the
principal survey items.

FoLLow-UP FOR SURVEY

NONRESPONSE REespPoNSERATES AND MANDATORY

The 1995 and 1996 survey questionnaires weN ERSUSV OLUNTARY REPORTING
mailed in March 1996 and April 1997, respectively, and

recipients were asked to respond within 60 days. Thirty Current survey reporting requirements divide survey
days later, letters were mailed to all survey recipientems into two groups: mandatory and voluntary.
reminding them that their completed questionnaire wéesponse to four data items on the questionnaires—total
due within the next 30 days. After 60 days, follow-ufR&D expenditures, Federal R&D funds, net sales, and
letters were sent to all firms that did not respond. Thréetal employment—is mandatory; response to the
additional follow-up mailings were made to persisteriemaining items is voluntary. During the 1990 survey
nonrespondents, after 90, 120, and 150 days. cycle, NSF conducted a test of the effect of reporting on
a completely voluntary basis to determine if combining
In addition to the mailings, telephone follow-up wadoth mandatory and voluntary items on one questionnaire
used to encourage response from those firms ranked amonflpiences response rates. For this test, the 1990 sample
the 300 largest R&D performers, based on total R&Was divided into two panels of approximately equal size.
expenditures reported in the previous survey. Tables BShe panel, the mandatory panel, was asked to report as
and B-3a show the number of companies in each industrgual, four mandatory items and the remainder voluntary,
or industry group that received a questionnaire and thed the other panel was asked to report all items on a
percentage of companies that responded to the surveycompletely voluntary basis. The result of the test was a
decrease in the overall survey response rate to 80 percent
from levels of 88 percentin 1989 and 89 percent in 1988.
IMPUTATION FOR ITEM NONRESPONSE The response rates for the mandatory and voluntary panels

. _ were 89 percent and 69 percent, respectively. Detailed
For various reasons, many firms chose to return tl?gsults of the test were published Research and
survey questionnaires with one or more blank item

. . ) evelopment in Industry: 1996€or firms that reported
For instance, the internal accounting procedures of t

f h I di ity the ch D expenditures in 1995 and 1996, tables B-5 and
''m may _noF ave a‘lowe '.t o q“a.”“fy the ¢ aractpr- -5a show the percentage that also reported data for other
of-work distribution of R&D (i.e., basic research, applie

o . elected items.
research, and development). In addition, some firms, as

5For detailed discussions on the sources, control, and measure- °All but four items—total R&D, Federal R&D, net sales, and
ment of error resulting from item nonresponse, see the technical repé@tal employment, which are included in the Census Bureau’s annual
U.S. Department of Commerce, Bureau of the CeBejmentation mandatory statistical program—are voluntary. See further discussion
of Nonsampling Error Issues in the Survey of Industrial Researd#der Response Rates and Mandatory Versus Voluntary Reporting,
and DevelopmenRR94/03(Washington, DC, Sept. 21, 1994). For later in this section.
ageneral discussion of the problems stemming from item nonresponse, ’ For detailed descriptions and analyses of the imputation
see the technical report: National Science Foundalstimating methods and algorithms used, see the technical report: U.S.
Basic and Applied Research and Development in Industry: Bepartment of Commerce, Bureau of the Cen&astvaluation of
Preliminary Review of Survey ProcedyiSF 90-322 (Washington, Imputation Methods for the Survey of Industrial Research and
DC, 1990). DevelopmentESMD-9404(Washington, DC, Sept. 1994).
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CHARACTER OF WORK process was changed because in the prior period revisions
were minimal. Estimates continue to be made for 2

Response to questions about character of work (basiansecutive years of nonresponse and discontinued if the
research, applied research, and development) declirfeth does not report character of work in the third year.
in the mid-1980’s, and, as a result, imputation rates
increased. The general imputation procedure described If no reported data are available for a firm, character-
above became increasingly dependent upon informatiohwork estimates are not imputed. As a consequence,
imputed in prior years, thereby distancing current-ye@nly a portion of the total estimated R&D expenditures
estimates from any reported information. Because of thge distributed at the firm level. Those expenditures not
increasing dependence on imputed data, NSF chose mgeting the requirements of the new imputation
to publish character-of-work estimates in 1986methodology are placed in a “not distributed” category.
Consequently, the imputation procedure used to develdables B-6, B-7, B-8, and B-9 show the character-of-work
these estimates was revised in 1987 for use with 198stimates along with the “not distributed” component for
and later data and differs from the general imputatick®93, 1994, 1995, and 1996 respectively. NSF’s objective
approach. The new method calculates the character-t¥f-conducting the survey has always been to provide
work distribution for a nonresponding firm only if thatestimates for the entire population of firms performing
firm reported a distribution within a 5-year periodR&D in the United States. However, the revised impu-
extending from 2 years before to 2 years after the ydation procedure would no longer produce such estimates
requiring imputation. Imputation for a given year idecause of the “not distributed” component. So, a baseline
initially performed in the year the data are collected arg$timation method was developed to allocate the “not
is based on a character-of-work distribution reported fhistributed” amounts among the character-of-work
either of the 2 previous years, if any. It is again perform&®mponents. In the baseline estimation method, the “not
using new data collected in the next 2 years. If reportéibtributed” expenditures are allocated by industry group
data followed no previously imputed or reported dat& basic research, applied research, and development
previous period estimates were inserted based on gaegories, using the percentage splits in the distributed
currently reported information. Likewise, if reported datgategory for that industry. The allocation is done at the
did not follow 2 years of imputed data, the 2 years ddwest level of published industry detail only; higher
previously imputed data were removed. Thus, charactégvels are derived by aggregation, just as national totals
of-work estimates were revised as newly reporteare derived by aggregation of individual industry
information became available and were not final fagstimates, and result in higher performance shares for
2 years following their initial publication. basic and applied research and lower estimates for

development’s share than would have been calculated

Beginning with 1995, previously estimated valuessing the previous methddihe estimates of basic
were not removed for firms that did not report in the thirtesearch, applied research, and development provided in
year, nor were estimates made for the 2 previous yedés tables in section A of this report were calculated using
for firms reporting after 2 years of nonresponse. Thibe baseline estimation method.

8See the NSF technical report cited above for an explanation of
the uncertainties in the data and to quantify their sensitivity to the
choice of various possible imputation procedures.
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COMPARABILITY OF STATISTICS

This section summarizes the survey procedures asiatistics. For these reasons, the systematic revision of
practices that may have affected the comparability ohmediate prior-year statistics was discontinued. Now
statistics produced from the Survey of Industrial Researotvisions are made to historical and immediate prior-year
and Development over time and with other statisticatatistics only if egregious errors are discovered.
series’

Y EAR-TO-Y EAR CHANGES
REVISIONS TO HISTORICAL AND .
Comparability from year-to-year may be affected by

IMMEDIATE PRIOR-Y EAR STATISTICS  new sample design, annual sample selection, and industry

L L shifts.
Changes to historical statistics usually have been

de b f ch in the industry classificati
maae because or changes In the Inaustry classliica |§L\MPLE DESIGN

of companies caused by changes in payroll compositi _
detected when a new sample was drawn. Various Changes to the sample design can affect compara-

methodologies have been adopted over the years to reiilily of year-to-year estimates. By far the most profound
or backcast, the data when revisions to historical statistiB§uénce on statistics from recent surveys occurred when
have become necessary. Documented revisions to H& Néw sample design for the 1992 survey was intro-
historical statistics from post-1967 surveys arduced. Revisions to the 1991 statistics were dramatic (see
summarized irResearch and Development in IndustryR€séarch and Development in Industry: 196@ a
1991(NSF 94-325). Detailed descriptions of the specifigeta”ed discussion). While the allocatlon. of the sample
revisions made to the statistics from pre-1967 survey@S changed somewnhat, the sample designs used for the
are scarce. However, summaries of some of the majt9396 surveys were comparable in terms of size and
revisions are included in the technical paper cited bilowfoverage to the 1992 sample design.

Routine revision of previously published immediatANNUAL SAMPLE SELECTION

prior-year statistics was discontinued beginning with the jith the introduction of annual sampling in 1992,
1995 survey. The practice throughout the history of thfore year-to-year change has resulted than when survey
survey was to use results from the current-year survg¥nels were used. There are two reasons why this is so.
not only to develop current-year statistics, but also {gst, changes in classification of companies not surveyed
revise immediate prior-year statistics. Changes to reporg@re not reflected in the year-to-year movement. Prior
data can came from three sources: respondents, analystannual sampling, the wedging operation, which was
involved in survey and statistical processing, and thfsrformed when a new sample was selected, was a means
industry reclassification process. Because of annug adjusting the data series to account for the changes in
sampling, the continual strengthening of samplinglassification that occurred in the frame (see the discus-
methodology, and improvements in data verificatiorsion on wedging below). Second, yearly correlation of
processing, and nonresponse follow-up, and becausR¥D data is lost when independent samples are drawn
is not clear that respondents or those who processed ¢agh year.

survey results had any better information than they had

when the data were first reported, it was determined ﬂﬁ\tlDUSTRY SHIETS

routinely revising published survey statistics increased The industry classification of companies is redefined
the potential for error and often confused users of the y P

each year with the creation of the sampling frame. By
redefining the frame, the sample reflects current distri-

9See also the technical paper U.S. Department of Commergftions of companies by size and industry. During this
Bureau of the CensuBocumentation of the Survey Design for the
Survey of Industrial Research and Development: A Historical
PerspectivgWashington, DC, 1995).
oy.s. Department of Commerce, Bureau of the Cel&usgy
Design of the Survey of Industrial Research and Development: A
Historical Perspectiv§Washington, DC, 1995).
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another because of several factors: changes in
company’s payroll composition, which is used tdNONMANUFACTURING R&D
determine the industry classification code (see discussi

above under “Frame Creation”); changes in the industFy‘)]ERFORMERgg

classification system itself; or changes in the way the pgefore the 1992 survey, the sample of firms surveyed
industry classification code is assigned or revised durifghs selected at irregular intervéi$n intervening years
survey processing. a panel of the largest firms known to perform R&D was

i . surveyed. For example, a sample of about 14,000 firms
A company’s payroll composition changes becausgas selected for the 1987 survey. For the 1988 through

of a number of events. Among them are (1) the growth 9591 g¢dies, about 1,700 of these firms were annually
decline of product or service lines; (2) the merger of Wa,s,yeyed: the other firms did not receive another
or more companies; (3) the acquisition of one CompaRy,estionnaire and their R&D data were estimated. This
by another; (4) divestitures; or (5) the formation 0f,hje design was adequate during the early years of the
conglomerates. Since the introduction of annual samphggrvey because the performance of R&D remained con-
in 1992, although this is unlikely, a company’s industryonirated in relatively few manufacturing industries.
designation can be reclas_smed yearly. Th_e resul_t is th%wever, as more and more firms began entering the
a downward movement in R&D expenditures in ongen_performing arena, the old sample design proved
industry is balanced by an upward movement in anoth@t.easingly deficient because it did not capture births
industry from one year to the next. of new R&D-performing firms. The entry of fledgling
R&D performers into the marketplace was simply missed

: during panel years. Additionally, beginning in the early
used by most Federal Government agencies that publ 0’s, the need for more detailed R&D information for

Industry statistics, is revised to reflect the Changlnﬁ‘onmanufacturers was recognized. At that time, the broad

composition of U.S. industry. For statistics develope. T . :
for 1988-91 from the 1988-91 surveys, companié dustry classifications “miscellaneous business services,

: . e . d miscellaneous services” were added to the list of
retained the industry (:_IgSSl_flcatlons assigned for the 19%?9 ustry groups for which statistics were published. By
sample. These classifications were based on the 1

SIC system. The last major revision of the SIC syste 75, about 3 percent of total R&D was performed by

) Tirms in nonmanufacturing industries.
was for 1987. This new system was used to classﬂ)?/ g

companies in the post-1991 surveys.

process, a company may move from one industry in APTURING SVIALL AND
a

From time to timethe SIC coding system, which is

During the mid-1980's, there was evidence that an
increasing number of nonmanufacturing firms were

Finally, the_ method “?ed o class_lfy firms durln% nducting a significant amount of R&D, and again the
survey processing was revised slightly in 1992. Researﬁ mber of industries used to develop the statistics for

has shown that the impact on individual industry eStimatFi%nmanufacturers was increased. Consequently, since
has been mindt. The current method used to classify, i ’

. ; . : 987 the annual reports in this series have included
firms is discussed above under “Frame Creatlon]” P

Methods used for past survevs are discussed in i]%parate R&D estimates for firms in the communica-
) o p y ion, utility, engineering, architectural, research, devel-
technical paper cited beld\.

opment, testing, computer programming, and data
processing service industries; hospitals; and medical labs.
Approximately 9 percent of the estimated industrial R&D

performance during 1987 was undertaken by
" The effects of recent changes in the way companies afgonmanufacturing firms.

classified during survey processing are discussed in detail in the

Bureau of the Census technical memoranda entitled “Reclassification

of Companies in the 1992 Survey of Industrial Research and

Development for the Generation of the ‘Analytical’ Series,” Oct. 25,

1994, and “Comparison of Company Coding Between 1992 and 1993

for the Survey of Industrial Research and Development,” Nov. 3, **See also National Science Foundat®®RS Data Briefl992

1994. R&D Spending by U.S. Firms Rises, NSF Survey Improved (NSF
12 U.S. Department of Commerce, Bureau of the Censu®4-325), (Arlington, VA, Sept. 9, 1994).

Documentation of the Survey Design for the Survey of Industrial **During the early years of the survey, until 1967, samples were

Research and Development: A Historical Perspedtivashington, selected every 5 years. Subsequent samples were selected for 1971,

DC, 1995). 1976, 1981, and 1987.
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After the list of industries for which statistics werémprovements have been made, however. Changes to
published was expanded, it became clear that the samglievey definitions, the industry classification system, and
design itself should be changed to reflect the widenirje procedure used to assign industry codes to multi-
population of R&D performers among firms in theestablishment companiéeave had some, though not
nonmanufacturing industri®sand small firms in all substantial, effects on the comparability of statisics.
industries, to account better for births of R&D performing
firms and to produce statistics that are generally more The aspect of the survey that had a greater effect on
reliable. Beginning with the 1992 survey, NSF decidegomparability was the selection of samples at irregular
to (1) draw new samples with broader coverage annuall§tervals (i.e., 1967, 1971, 1976, 1981, 1987, and 1992)
and (2) increase the sample size to approximately 23,080d the use of a subset or panel of the last sample drawn
firms.’6 As a result of the sample redesign, for 1992, tie develop statistics for intervening years. As discussed
reported nonmanufacturing share was and continuese@lier, this practice introduced cyclical deterioration of
be estimated at approximately 25 percent of total R&Dhe statistics. As compensation for this deterioration,

periodic revisions have been made to the statistics
produced from the panels surveyed between sample years.
TlME SERlES ANALYSES Early in the survey’s history, various methods were used
) ) o ] to make these revisioAsAfter 1976 and until 1992 with

As discussed earlier, the statistics resulting from thge a4vent of annual sampling, a linking procedure called
survey are better indicators qf changes in, rather th%dging was usel.Simply described, in wedging, the
absolute levels of, R&D spending and personnel. Nevejsample years on each end of a series of estimates served

theless, the statistics are often considered asaco”tinu%'sbenchmarks in the algorithms used to adjust the
time series that has been prepared using the sag@&mates for the intervening years.
collection, processing, and tabulation methods. Such

uniformity during preparation has not been the case. Si
the survey was first fielded, improvements have beneenvEDGING MeTHoDOLOGY

made to increase the reliability of the statistics and to FOr @ full discussion of the mathematical algorithm
make the survey results more useful. To that end, existifigfd for the wedging process that linked statistics from
practices have been changed and new procedures HAge1992 survey with those from the 1987 survey, see the

been instituted. Preservation of the comparability of tf§chnical memorandum cited beléwin general, the
statistics has been an important consideration whE}morandum states that wedging,

takes full advantage of the fact that in the first
15For the 1992 survey, 25 new nonmanufacturing industry and year of a new panel [when a new sample is
industry groups were added to the sample frame: agricultural services selected], both current-year and prior-year

(SIC 07); fishing, hunting, and trapping (09); wholesale trade— estimates are derived. Thus, two independent
nondurables (51); stationery and office supply stores (5112); industrial timat ist for th . ' Th timat
and personal service paper (5113); groceries and related products estimates exist for the prior year. € estimates

(514); chemicals and allied products (516); miscellaneous nondurable
goods (519); home furniture, furnishings, and equipment stores (5Z);
radio, TV, consumer electronics, and music stores (573); eating and 17 For discussions for each of these, see the Bureau of the Census
drinking places (581); miscellaneous retail (59); nonstore retailefischnical memorandum entitled “Wedging Considerations for the 1992
(596); real estate (65); holding and other investment offices (6 esearch and Development (R&D) Survey,” June 10, 1994.
hotels, rooming houses, camps, and other lodging places (70); 18 See the Bureau of the Census technical memoranda entitled
automotive repair, services, and parking (75); miscellaneous repdReclassification of Companies in the 1992 Survey of Industrial
services (76); amusement and recreation services (79); health serviResearch and Development for the Generation of ‘Analytical’ Series,”
(80); offices and clinics of medical doctors (801); offices and clinic®ct. 25, 1994, and “Effects of the 1987 SIC Revision on Company
of other health practitioners (804); miscellaneous health and alli@lassification in the Survey of Industrial Research and Development
services not elsewhere classified (809); engineering, accountif&D),” Dec. 6, 1993.
research, management, and related services (87); and management’® See U.S. Department of Commerce, Bureau of the Census,
and public relations services (874). Survey Design of the Survey of Industrial Research and Development:
® Annual sampling also remedies the cyclical deterioration o Historical PerspectivéWashington, DC, 1995).
the statistics that results from changes in a company’'s payroll 2 The process was dubbed wedging because of the wedgelike
composition because of product line and corporate structural changgga produced on a graph that compares originally reported statistics
with the revised statistics that result after linking.
21 Bureau of the Census technical memorandum, “Wedging
Considerations for the 1992 Research and Development (R&D)
Survey,” June 10, 1994.
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from the new panel are treated as superior
primarily because the new panel is based on
updated classifications [the industry
classifications in the prior panel are frozen] and
is more fully representative of the current
universe (the prior panel suffers from panel
deterioration, especially a lack of birth
updating). The limitations in the prior panel
caused by these factors are naturally assumed
to increase with time, so that in the revised series,
we desire a gradual increase in the level or
revision over time which culminates in the real
difference observed between the two independent

commonly is granted in the form of appropriations
laws enacted by Congress with the approval of
the Presider®

Obligationsrepresent the amounts for orders
placed, contracts awarded, services received, and
similar transactions during a given period,
regardless of when the funds were appropriated
or when future payment of money is required.

Outlaysrepresent the amounts for checks issued
and cash payments made during a given period,
regardless of when the funds were appropriated

sample estimates of the prior year. At the same or obligated.

time, we desire that the annual movement of the
original series be preserved to the degree
possible in the revised series.

For the reasons cited above, national R&D expendi-
ture totals in NSF'8lational Patterns of R&D Resources
report series are constructed primarily based on data

To that end, the wedging algorithm does not changgported by performers and include estimgtes of Federal
estimates from sample years and adjusts estimates fre&D funding to these sectors. But until performer-

panel years, recognizing that deterioration of the parf€ported survey data on Federal R&D expenditures are
is progressive over time. available from industry and academia, data collected from
the Federal agency funders of R&D are used to project
WEebGED VERsUsNoT-WEDGED R&D performance. When survey data from the per-
formers subsequently are tabulated (as they are in this
STATISTICS report), these statistics replace the projections based on
One of the primary reasons for the decision to seleftinder expectations. Historically, the two survey systems
a new sample annually rather than at irregular intervdisive tracked fairly closely. For example, in 1980
was to avoid applying global revision processes such parformers reported using $29.5 billion in Federal R&D
wedging. Consequently, the 1992 survey was intend&ohding, and Federal agencies reported total R&D
to be the last one affected by the wedging procedure.funding between $29.2 billion in outlays and $29.8 billion
in obligations?* In recent years, however, the two series
have diverged consideralfyThe difference in the
CoMPARISONSTO OTHER Federal R&D totals appears to be concentrated in funding
of industry (primarily aircraft and missile firms) by the

STATISTICAL SERIES Department of Defense. Overall, industrial firms have

The NSF collects data on federally financed R&mePorted significant declines in Federal R&D support
from both Federal funding agencies and performers ®ince 1990 (see table A-1), while Federal agencies
the work (industry, Federal labs, universities, and oth&gported level or slightly increased funding of industrial
nonprofit organizations). As reported by Federal agencid¥&D-** NSF is examining the causal factors of these
NSF publishes data on Federal R&D budget authorifjvergent trends.
and outlays, in addition to Federal obligations. These
terms are defined belo%:

- Budget authorityis the primary source of legal
authorization to enter into financial obligations
that will result in outlays. Budget authority most

% See NSH-ederal R&D Funding by Budget Function: Fiscal
Years 1994-9@udget Function), NSF 95-342 (Arlington, VA, 1995)

24 NSF, National Patterns of R&D Resources: 1998SF
96-333 (Arlington, VA, 1996)

2 See also NSFederal Funds for Research and Development:  2° Ibid.
Fiscal Years 1994—96NSF 97-302 (Arlington, VA, 1997) 2 |bid.
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SURVEY DEFINITIONS

administering firms. The industry-administered FFRDC'’s
CosTPER R&D SCIENTISTOR included in the 1995 and 1996 surveys are listed as follows.
ENGINEER

_ _ . FFRDC'’s Supported by the Department of
The arithmetic mean of the numbers of full-time ergy:

equivalent (FTE) scientists and engineers engaged in the
performance of R&D reported for January in 2 consec
tive years divided into the total R&D expenditures of th
earlier year, with the ratio attributed to the earlier ye
For example, the mean of the numbers of FTE R&
scientists and engineers in January 1995 and January 1

is divided into total 1995 R&D expenditures for a tot
cost per R&D scientist or engineer in 1995.

\‘:L'nergy Technology Engineering Center
Rockwell International Corp.
anoga Park, CA

0%(?10 National Engineering Laboratory
ockheed Martin Corp.

Idaho Falls, ID

Oak Ridge National Laboratory
EMPLOYMENT’ FTE R&D Lockheed Martin Corp.
SCIENTISTSAND ENGINEERS Oak Ridge, TN

Persons employed by the company during the Janug&}ndia National Laboratories
following the survey year who are engaged in scientificockheed Martin Corp.
or engineering work at a level that requires knowledg@buquerque, NM
of engineering or of the physical, biological, mathe-
matical, statistical, or computer sciences equivalent 8hyannah River Laboratory
least to that acquired through completion of a 4-yegjestinghouse Corp.
college program with a major in one of those fields. Thgiken, SC
statistics in this report show the FTE employment. FTE
employment is the number of scientists and engineers in

the company who are assigned full time plus a proratettRDC Supported by the Department of
number of employees working part-time on R&D. Health and Human Services, National

Institutes of Health:
EMPLOYMENT’ ToTaL NCI Frederick Cancer Research Facility

Number of persons domestically employed by R&DScience Applicat'ions Internation_al Corporation (SAIC)
performing companies in all activities during the pagjdvanced Bioscience Laboratories, Inc.
period that includes the 12th of March. Frederick, MD

FEDERALLY FunDED R&D CenTErs FunDs ForR R&D, Company AND
(FFRDCYs) OTHER

R&D-performing organizations administered by =~ The cost of R&D actually performed within the
industrial, educational, or other institutions on a nonproffompany and funded by the company itself or by other
basis, exclusively or substantially financed by the Fedef@n-Federal sources, not including the cost of R&D
Government. R&D expenditures of the FFRDC'’s that agupported by companies but contracted to outside
industry-administered are included with the Federal R&Drganizations such as research institutions, universities

data of the industry classification of each of tha@nd colleges, nonprofit organizations, or, to avoid double-
counting, other companies.

327



FunDsFOrR R&D. FEDERAL respect to products or processagplied research); or
! the application of existing knowledge concerned with

Receipts for R&D performed by the company unddranslating research findings or other scientific knowledge
Federal R&D contracts or subcontracts and R&D portiofisto products or processedefrelopmen) by persons
of Federal procurement contracts and subcontracts. trained, either formally or by experience, in engineering
or in the physical, biological, mathematical, statistical,
or computer sciences and employed by a publicly or
FUNDS FOR R&D, ToTAaL privately owned firm engaged in for-profit activity in the
. . . United States. Industrial R&D includes the design and
Operating expenses incurred _by a company in ﬂ&%velopment of prototypes and processes and excludes
conduct of R&D in its own laboratories or other Companyciuality control, routine product testing, market research,

owned or -operated facilitiesncluding wages and sales promotion, sales service, other nontechnological

sal:_:mes; materials anq supplies; prqperty and othertax_ Stivities or routine technical services, and research in
maintenance and repairs; depreciation; and an appropn@‘tg social sciences or psychology

share of overhead, not including capital expenditures.

INDUSTRIAL RESEARCHAND NET SALES AND RECEIPTS
Dollar values for goods sold or services rendered by

DEVELOPMENT R&D-performing companies to customers (outside the

The pursuit of a planned search for new knowledgé®mpany), including the Federal Government, less such
whether or not the search has reference to a specitRms as returns, allowances, freight, charges, and excise
commercial objective, although such investigations mdgxes. Domestic intracompany transfers and sales by
be in fields of present or potential interest to the reportirigreign subsidiaries are excluded, but transfers to foreign
company Kasic research; the application of existing Subsidiaries and export sales to foreign companies are
knowledge having specific commercial objectives witincluded.
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